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Abstract—Oceanographic phenomena can be monitored using
both remote sensing and in-situ measurements. However, it is
challenging to gain actionable insight by just utilizing one source.
Combining these data sources in near real-time enables high
temporal, spectral and spatial resolution of phenomena in target
areas. In this article, we use Model-Based Systems Engineering to
model and highlight missing functions or new capabilities needed
within an acknowledged System-of-Systems that can support
the monitoring of oceanographic phenomena in coastal regions.
Different system architectures and a logical architecture have
been modeled to provide new insights for developers through
reinforcement of a common mental model as well as technical
considerations.

Index Terms—systems engineering, system-of-systems, au-
tonomous surface vessels, satellite, remote sensing

I. MOTIVATION AND BACKGROUND

Monitoring coastal areas and the ocean is necessary to
understand the environmental change trends, such as warming
of the planet, loss of sea-ice and migrating animal habitats.
Human activity is already exploiting and affecting the coastal
regions through kelp harvesting, fish farming, offshore oil
drilling, shipping, and inadvertently through on-shore oper-
ations that influence the ecosystem and atmosphere. There
is a need to understand oceanographic phenomena better
to allow decision-makers to opt for sustainable choices in
the management of the coastal regions. The observation and
study of oceanographic phenomena is challenging for several
reasons. The regions to be monitored are vast and cannot be
monitored with a single class of assets. Moreover, atmospheric
and oceanographic phenomena are in continuous fluctuation.
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Water obscures visibility of sea-mammals, fish and micro-
scopic phytoplankton and no single parameter provides the
information many scientists or commercial institutions need.

In this paper we present a System of Systems (SoS) con-
sisting of multiple space and ground assets for monitoring
coastal regions for detection of harmful algal blooms. The
SoS combines existing assets with new technologies and
systems, which results in integration challenges [1], [2]. The
management of SoS is more challenging than that of individual
systems, especially considering the establishment of unified
requirements and capabilities, testing and validation, and the
modeling and understanding of emergent behavior of the
SoS [3]. We explore how Model-Based Systems Engineering
(MBSE) using the Arcadia method [4] can support the design
and integration process of an SoS through modeling dif-
ferent system architectures and scenarios, developing logical
architectures and discussion points. We address the following
research questions:

“How can MBSE support the development of an SoS
for detection of harmful algal blooms? What insights
does the modeling provide?”

The research reported here is a part of a larger effort at the
Norwegian University of Science and Technology (NTNU) to
develop and integrate an SoS for consistent monitoring of the
oceans using a concert of autonomous agents [5].

A. System-of-Systems for Monitoring Coastal Regions

The system-of-interest consists of multiple Constituent Sys-
tem (CS) such as a ground segment, a space segment and
an in-situ segment to satisfy the needs of the stakeholders,
requiring an SoS approach to structure the analysis. Managing
an SoS is not as straight-forward as managing an individual
system, which may already be complex in itself because the



SoS involves multiple organizations with different objectives
for each of their CS. Using the SoS viewpoint has been applied
in other studies for autonomous vehicles [6]–[8]. The SoS
viewpoint can aid understanding the emergent behavior the
SoS may exhibit depending on the CS and their relationships,
especially if the CS choose to “leave” the SoS. Classification
of the SoS can be based on the aspect of management, and
how it was developed [2], [9]. The types are: (1) Virtual,
(2) Collaborative, (3) Acknowledged, and (4) Directed. We
classify this SoS as an acknowledged SoS, in which the
CS “has recognized objectives, a designated manager, and
resources (...) [and] changes in the system are based on
collaboration between the SoS and the system” [2, p. 6].

The process of decision-making for the design and develop-
ment of a SoS is more complicated than with a single system.
Establishing reliable trade-off models requires insight into
the different CS and how their parameters affect the overall
achievement of SoS objectives. ISO-21839 outlines different
considerations to be made for the life-stages of an SoS;
concept, development, production, utilization, retirement, and
support [10]. For this paper, we focus on the concept phase,
exploring viable options and proposing solutions. The specific
considerations made are: (1) capability, (2) technical, and (3)
management. The proposed CS have constraints, and there
are interfaces that should be identified and negotiated early
to facilitate adjustment of, or development of, new interfaces
and capabilities needed to satisfy the user needs.

B. Monitoring Oceanographic Phenomena in Coastal Regions

In a previous paper we described the high-level design of
the SoS and the needs of the stakeholders [11]. Satellite remote
sensing has a proven track-record for observing oceanographic
phenomena, and most ocean monitoring programs employ
either expensive monolithic spacecraft (e.g. the Copernicus
program) [12], or data collected via ship-based observations
[13]. However, this picture is changing with the advent of
small satellites and autonomous vessels. Autonomous systems
provide an opportunity for missions in remote or harsh loca-
tions, which were previously explored by manned assets [14].
Recent advances in small satellite technology and availability
of reliable and efficient Commercial-Off-The-Shelf (COTS)
components have enabled faster and cheaper development
cycles of science-driven small satellite missions [15].

With the primary focus on monitoring of ocean color,
NTNU designed and developed the 6U CubeSat Hyper-
Spectral SmallSat for Ocean Observation (HYPSO) [5].
HYPSO is equipped with a Hyper-Spectral (HS) imaging and
processing payload that can deliver specialized data products
in real time covering a selected geographic region. HS imaging
allows for detection and classification of chemical substances
based on the reflected spectra. The HS data provided by space
assets complemented by geo-physical parameters collected
by ground assets, enable marine biologists to study the pri-
mary productivity (i.e. plankton and microalgae) of the ocean
surface layer as described in [16]. Moreover, the onboard
processing payload includes routines for updating software in

flight, meaning that new capabilities can be implemented as
they are needed, providing flexibility suitable for inclusion in
an SoS.

In this paper, we have analyzed the use-case of “On-
demand high resolution monitoring of algal blooms” using
an Autonomous Surface Vessel (ASV), the NTNU AutoNaut
[17], [18], and HYPSO. The commercially available, wave-
and solar-powered AutoNaut is equipped with a scientific
sensor suite and can operate autonomously in both coastal
regions and open ocean. The sensors sample upper water
column properties, such as ocean currents, water conductivity,
temperature, salinity, oxygen saturation, chlorophyll, organic
matter, as well as atmospheric parameters.

For the purpose of this work, we define high resolution on-
demand monitoring as:

• High temporal resolution: revisit times less than 3 hours
because the algal blooms are dynamic and can move and
change characteristics quickly [5], [19].

• High spectral resolution: more than 20 spectral bands
in the visual spectrum are required to identify different
phytoplankton and other colorizing phenomena [20], [21].

• Upper water column sampling of multiple characteristics
such as sea surface temperature, salinity, oxygen con-
centration, chlorophyll concentration, wave height and
weather conditions [20].

II. MODELING A SYSTEM-OF-SYSTEMS

Modeling complicated systems to gain pertinent knowledge
for design and decision-making can be done with different
methods and tools in the various life-stages of the SoS [22].
Firstly, modeling capabilities and objectives of the SoS, as
well as different concepts of operations are required to deter-
mine the SoS architecture options via a top-down modeling
approach. Secondly, modeling is needed for each of the CS
to determine and define the interfaces and how the CS satisfy
the objectives of the SoS. Thirdly, the modeling should support
simulation of or prediction of emergent behavior, to lower the
probability of undesired effects. Lastly, modeling for testing
and validation of the SoS should ensure the traceability from
the top-level objectives to the lower-level requirements and
functional elements of the CS.

The process of exploring the solutions in this paper have
been supported by the use of Capella 1.4.11 with the Ar-
cadia method. This has facilitated discussions in the project
development team in addition to providing specific functional
scenarios and functional chains. The Arcadia method looks
at Operational analysis in which stakeholder needs, the en-
vironment, actors and activities are defined; System analysis
in which the boundary and context of the system are defined,
and behavior modeling of what the system must accomplish;
Logical architecture in which the system is seen as a white
box and functions are allocated to different logical components
in order to fulfill the expectations; Physical architecture in
which the physical architecture describes how the system will

1Open source system MBSE tool https://www.eclipse.org/capella/



Fig. 1. Operational capabilities. OC = Operational Capabilities. << i >> means an included capability. Dashed line = communication link. Solid line =
involved operational elements.

be built; and, Product breakdown structure defining physical
components or configuration items that are in the system in
its realization.

The use of MBSE has gained strong adoption the last
decades, supported by the establishment of SysML and the
development of software tools that support MBSE. Using
MBSE reduces some of the challenges with document-based
systems engineering, by allowing different viewpoints to show
relevant information of the same system without needing to
continuously update and trace documents [23], [24]. For this
study, we have used the diagrams and artifacts available in the
three high-level viewpoints in Capella. The Arcadia method
does not specify which level to start with, and Capella allows
for semantic referencing between elements at each level. This
enables iteration and designing with agility at both system and
logical level as we learn more about the systems, user needs,
and constraints.

A challenge that emerges when using conventional MBSE
for modeling SoS is related to the choice of the “system-of-
interest”, since there are multiple CS which are all system-of-
interests at the same time but to different stakeholders. Fur-
thermore, the architecture can quickly become complicated,
and modeling should allow for “sufficient requisite variety,
parsimony and harmony [25, Table 2].”

III. RESULTS AND DISCUSSION

The purpose of the modeling efforts was to map out the
capabilities required to meet the use-case needs, describe
the technical considerations such as interface design, sensor
limitations or communication constraints, and identify man-
agement considerations. All diagrams shown are from Capella,
and are representations of the system model that has been
developed using the Arcadia method.

A. Operational analysis

The operational analysis identified the actors and entities in-
volved, i.e. operators, scientists, space environment and ocean
environment, with associated operational capabilities (OC) as
shown in Fig. 1. The central operational capability, “OC:
Collect data on algal blooms” includes other capabilities such
as “OC: Detect algal blooms”, and is also split into collecting

both high and low resolution (spectral and temporal) data on
algal blooms. Low resolution data could increase the coverage
area or reduce the size and speed of the data link required by
the asset collecting data. This separation is to show that the
system design may differ for each of the capabilities, and that
the detection of algal blooms is a capability that will be offered
in the future because it is dependent on more functions and
parameters.

Next, operational activities (OA) were identified and placed
in an operational context with the entities and actors. For
example, the ocean will act as both an environment and a
data source, and the AutoNaut needs to be “OA: Protected
against ocean environment” to survive in addition to collecting
samples. Not all activities, actors or entities identified in the
operational analysis phase need to be transitioned to “lower
level” analysis, as some may be provided by a COTS provider,
or identified later in the development life cycle. While the
specific requirements had not been derived at this stage, it
was possible to model the OA of the Actor Ocean Scientist
by keeping the description at a higher abstraction level, e.g.
“OA: Ask for data in specific area”. The system model can be
continuously refined, and having the requirements before the
modeling starts is not necessary. Similarly for the data format
or details of exchanged information.

B. System analysis

The system analysis in Capella resulted in three exchange
scenarios which would guide the rest of the domain-specific
analyses (e.g. coverage area and communication analyses)
and would then feed back to the system design. The three
scenarios were: Scenario 1: using existing satellite databases
to provide the AutoNaut with instructions on where to per-
form in-situ measurements; Scenario 2: using processed data
received through the HYPSO ground segment to inform where
the AutoNaut should measure; and (3), a special case where
HYPSO could communicate directly with AutoNaut using a
dedicated communication interface, nicknamed AutoSat. There
is a “master exchange scenario” diagram to show which
ones can be chosen to provide the end user with required
information, Fig. 2.



Fig. 2. Modeling choice between scenarios. The yellow sticky-notes are links
in the Capella software.

The different system functions involved are also represented
by functional chains in the system architecture blank diagram
in Fig. 3. The functional chains can later be broken down and
can aid verification and validation activities of the SoS, by
highlighting what the developers should be testing to ensure
that the scenarios can be fulfilled.

C. Logical analysis

The logical analysis was mainly used to map the functions to
different logical components, such as the AutoNaut processing
system or the ground processing system. From the system
needs analysis, a logical architecture blank diagram was
developed with the required logical functions needed to fulfil
the system functions. There is model consistency through
automated transitions of actors and functions, and allocations
of these are shown in Fig. 4.

The Ocean scientist actor functions include “Define algal
parameters” and “Set location”, which are the critical functions
needed to manage the assets. However, we can expect that the
Ocean scientist actor will have more functions, but these are
not relevant for the current discussion. The choice of which
elements to display in a diagram at any time without losing
information in the system model can greatly help discussion
by managing the requisite variety, parsimony and harmony.

D. Insight provided by modeling

The capabilities needed were mapped out in the operational
analysis, which can be further elaborated with e.g. “Op-
erational Activity Interaction” diagrams. Use-case diagrams,
such as in SysML, could also have been used to identify
needed capabilities. The capabilities and operational activities
may be further allocated to functions that can be verified,
and associated requirements. The system model maintains the
semantic relationships between operational needs, activities,
system functions, logical functions, etc., which could be more

complicated to express and maintain consistency of across
documents. The system model gives the system context and
scenarios, which, when supplemented by textual requirements
gives a holistic and rich picture of the state of the system [4].

Technical considerations were discussed in both the system
level analysis and in the logical level analysis. We found that
the exchange of information could happen in three different
scenarios. Elaboration of exchange scenarios also identified
missing system functions and the need for better coordination
of CS development efforts. This coordination entailed agree-
ment on the data to be exchanged, documentation of the tech-
nical specification for the communication system, and analysis
of the impact of the interface on the collective data budget for
the SoS. The discussions leading up to the (relatively) simple
logical architecture identified the need to develop a function
that could choose the communication system which determines
which of the scenarios would be selected. Furthermore, a
“Coordinated Mission Control Center” was identified as a
required logical component, to coordinate the different CS
involved and their capabilities to fulfill the needs of the end-
users.

Critical management considerations were not uncovered
during the modeling process. This may be because the CS
are under the same operational management (in the case of
HYPSO and the AutoNaut), or because they are provided as
a service (such as ground segment and Copernicus data), or
that this system model and MBSE approach do not incorporate
these aspects well enough to give insight. However, there is an
important managerial consideration to be made when it comes
to willingness-to-pay for a potential “Harmful Algal Bloom
Watch” service not yet shown or allocated. The AutoNaut
makes use of commercial communication services such as
Iridium, and the satellite needs a ground segment that can
support both large and small data volumes, which may be
costly. For research institutes, the specific requirements and
end-users may not be actively involved in the SoS develop-
ment, but represented by reviewing research in the specific
field of interest. In this context, the MBSE approach with high-
level needs represented by operational activity and capability
elements allows the researchers developing the CS and SoS to
be aware of the existence of needs, and to account for them
until they evolve to specific requirements.

E. Lessons learned and future modeling

We chose to use the Capella tool because it is open source,
supports integration with GitHub, has a very active user group
on forums, and multiple webinars that can be used for training,
lowering the barriers for usage. While the online resources can
help the users get familiar with the tool, time and resources
are still required to use it effectively. We found that using
webinars and examples that closely resemble the system-of-
interest were helpful to understand how to start the modeling
effort.

Capella provides progress flags such as “to be reviewed”
or “draft” that can be attached to all elements to assist the
development process. The progress monitoring can be viewed



Fig. 3. System architecture blank with functional chains. The blue functional chain includes the system functions for Scenario 1, the red functional chain for
Scenario 2, while the green for Scenario 3. The black is when more than one functional chain involves those exchanges.

Fig. 4. Logical architecture blank diagram. The exchanges are not shown because it would make the diagram messy, but are available in the system model.
Sticky notes are included for highlight where more development is needed.

and exported so that the system engineers of the different
CS and the SoS coordinator have visibility of the status of
the development. Capella also has built-in model validation in
terms of: integrity, design completeness, design coverage, and
traceability. Designers can also specify their own rules than
can be executed on the model.

It is challenging to train the systems engineers in SoS and
MBSE [26], and to engage the CS developers in providing
necessary details to build a useful system model. One reason
for this is that the purpose of the modeling effort and expected
insights are not clearly defined at the onset of the effort, and
the CS developers do not know what information is needed

or to what level of detail. For the HYPSO and AutoNaut
developers, the operational diagrams and exchange scenarios
helped them understand what information was needed to give
valuable insight. Moreover, what is needed to document the
system model sufficiently so that it can be re-used. While SoS
as a concept is not new, thinking in terms of SoS engineering
instead of “just” Systems Engineering (SE) [27] supported the
SoS development because the designers were using appropriate
terms. For example, operational capabilities instead of specific
system requirements. It is also more complicated to deliver a
resilient SoS with consistent performance to the stakeholders.
Future modeling should look at multi-level risk analysis and



resilience, to avoid adverse effects to the SoS if one CS leaves
the SoS, or is compromised by e.g. cybersecurity issues.

Furthermore, the management considerations should be
explored further. This includes creating high-level plans for
integration and updating of the SoS, aligning funding for
implementation of necessary interfaces, synchronizing test-
ing, and continuous risk management for development and
operations. Using systemigrams [22] have been recommended
for conceptualizing complexity in SoS, and can be used to
complement the analysis in Capella, and can provide new
insights of the interdependencies and sociotechnical aspects.

IV. CONCLUSION

To understand our oceans we need to use a variety of sensing
instruments and assets. Oceanographic phenomena present
spatial and temporal scales that can vary significantly, e.g.
algal blooms span over meso-scale ranges whereas primary
productivity happens at microscopic scales. The employment
of space-borne sensors in combination with in-situ measure-
ments provided by ASV, allows ocean scientists to gain
new insight about coastal regions and about the effects of
environmental changes. However, most information is obtained
by coordinated measurements and data processing, requiring
an SoS approach.

In this paper we have described how Model-Based Systems
Engineering can assist system developers in aligning their
efforts by specifying models with the capabilities needed
by stakeholders. Operational analysis, system analysis and
logical analysis have provided both capability identification,
important technical considerations for further integration and
development of CS, but not management considerations. The
modeling effort was limited to what was needed for the CS
development in at the current phase. Future modeling efforts
are focused on developing integration and other processes to
use results from the domain-specific tools to support system
trade-offs and validation and verification activities.
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